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ABSTRACT
This paper presents a technique for visualizing large spatial
data sets in Web Mapping Systems (WMS). The technique
creates a hierarchical clustering tree, which is subsequently
used to extract clusters that can be displayed at a given scale
without cluttering the map. Voronoi polygons are used as
aggregation symbols to represent the clusters. This tech-
nique retains hierarchical relationships between data items
at different scales. In addition, aggregation symbols do not
overlap, and their sizes and the number of points that they
cover is controlled by the same parameter. A prototype has
been implemented and tested showing the effectiveness of
the method for visualizing large data sets in WMS.

Categories and Subject Descriptors: H.5.2 [User In-
terfaces]: Graphical user interfaces (GUI); H.5.4 [Hyper-
text/Hypermedia]: Navigation

General Terms: Human Factors, Algorithms

Keywords: Visualization, hierarchical clustering

1. INTRODUCTION
Web-mapping systems (WMS) such as Google Maps and

Bing Maps have become standard ways of sharing geographic
information on the Web. Most WMS provide APIs to dis-
play maps in which users have the ability to zoom and pan
interactively. These APIs also provide functionality to add
layers of geographic information to maps. Although WMS
are mostly used to visualize small data sets such as favorite
places or personal photo albums, there is a growing need
for WMS to support larger data sets. However, visualizing
large data sets frequently causes technical scalability prob-
lems and clutters the map.

Cluttered maps are difficult to navigate for users as vi-
sual clutter not only obscures the background but also hin-
ders the users understanding of the structure and content
of the data. Hierarchical aggregation (HA) is a common vi-
sualization technique to make visual representations easily
scalable and less visually cluttered [12]. In particular, HA
techniques have been proposed for exploring spatial data sets
[13, 17]. However, these techniques do not enable the selec-
tion from the hierarchical structure of clusters that can be
displayed at a given scale without cluttering the map. A re-
lated approach to HA is regional aggregation where items are
clustered using a pre-defined spatial subdivision, for exam-
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ple into cities, regions/states, . . . However, this approach re-
quires geographic knowledge and it heavily constraints clus-
tering. A number of techniques have been proposed to re-
duce clutter in WMS [6, 7, 16]. A drawback of most of these
techniques is that they focus on a given scale and do not
retain hierarchical relationships at different scales.

In this paper, we present a visualization technique to re-
duce clutter in WMS based on hierarchical aggregation. The
following section overviews existing techniques for visualiz-
ing large data sets in WMS. Section 3 describes our tech-
nique, and Section 4 presents preliminary results of an ex-
ploratory and a scalability analysis.

2. RELATED WORK
Three main types of clutter reduction techniques may be

distinguished [11]: appearance (alter the look of the data
items), spatial distortion (displace the data items in some
ways) and temporal (animation). Appearance is the main
approach for decluttering geographic objects. Indeed, since
their geographic coordinates bind objects to the map, spatial
distortion techniques can hardly be used. Most appearance
techniques are based on filtering and clustering. Carmo et al.
[7] filter objects on a map using a degree-of-interest function
representing the importance of a point based on its apriori
importance and its distance to the current center of the view.
Burigat and Chittaro [6] have proposed a technique that
identifies clusters of mutually overlapping icons and replace
them by a selection of non-overlapping icons. Grid-based
techniques can also be used to reduce clutter. For example,
Girardin et al. [16] divide the view into a grid of squares the
color of which depends on the density of items in the area.

The effectiveness of an appearance-based technique also
depends on the relevance of the symbols used to represent
the objects [4]. Techniques have been proposed that render
clusters using icons [2], cells [16] and container shapes such
as bounding boxes and hulls [8]. Space partitioning tech-
niques, such as Voronoi tessellations that produce Voronoi
polygons, have also been used to represent clusters [20].
Given a set of points, Voronoi polygons are polygons whose
boundaries define the area that is closest to each point rel-
ative to all other points.

An alternative approach for visualizing large data sets is
to create a bitmap representing the data, and to superpose
it on the map as a layer of translucent tiles [14]. However, a
problem with this approach is that user’s interactions with
the data items are harder to deal with, as they need to be
handled at the pixel level. Furthermore, this approach does
not reduce visual clutter.
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3. PROPOSED TECHNIQUE
Our technique for visualizing spatial data is threefold.

First, points are clustered with respect to their distance on
the map using single-linkage hierarchical clustering. The
result is a binary tree representing a hierarchy of clusters
where each node is the centroid of the data items in its sub-
tree. Then, nodes that can be displayed on the map at a
given scale without causing clutter are extracted from the
tree. Finally, selected nodes are represented on the map.

3.1 Node selection
The goal of the node selection step is to extract from the

tree, nodes that can be displayed at a given scale without
cluttering the map. Clutter is a difficult concept to mea-
sure, in particular because it is not only task and device-
dependent but also subjective. For example, a map may look
cluttered in the context of a target acquisition task where
the objects displayed on the map are too close. To con-
trol for visual clutter, we introduce a threshold representing
the minimum visual distance between two centroids. This
threshold multiplied by the scale defines the minimum cen-
troid distance (MCD). A node selection algorithm performs
a depth-first search in the tree (Fig. 1). It only explores
non-terminal nodes whose linkage distance is greater than
MCD. It selects children of these nodes that are terminal or
that are not terminal and have a linkage distance lower than
MCD. Figure 2 illustrates the behavior of the algorithm. Se-
lected nodes form an antichain, i.e., a subset of nodes such
that any two elements in the subset are incomparable.

function nodeSelection(Node n, Float MCD)
Sel := List[]
if n is terminal then

Append n to Sel
else if d(n.left, n.right) > MCD then

if n.left is terminal then
Append n.left to Sel

else if d(n.left.left, n.left.right) < MCD then
Append n.left to Sel

else
Append items of nodeSelector(n.left,MCD) to Sel

end if
if n.right is terminal then

Append n.right to Sel
else if d(n.right.left, n.right.right) < MCD then

Append n.right to Sel
else

Append items of nodeSelector(n.right,MCD) to Sel
end if

end if
return Sel

end function

Figure 1: Node selection algorithm

An interesting property is that, any pair of two elements
of the antichain has a distance of at least MCD. Indeed, let
A and B be two nodes in the antichain extracted by the
algorithm and P be the path of the tree connecting A to B.
Clearly, there is a node G in P, the left and right children
of which respectively dominate A (or B) and B (or A). The
distance between the two children of G is necessarily greater
than MCD (otherwise A and B would not have been selected
by the algorithm). Since the tree is generated using single-
linkage, the distance between the two closest elements in
the children of a node is greater or equal to MCD. Thus, the

(a) (b)

Figure 2: (a): a hierarchical tree where white nodes
represent data items, and colored nodes represent
cluster centroids. Nodes whose linkage distance is
greater (resp. lower) than MCD are depicted by
gray discs (resp. black discs). (b): nodes selected
by the algorithm are double-circled.

distance between A and B is greater or equal to MCD which
proves that MCD is the minimum distance between points
of the antichain.

3.2 Node visualization
The last step of the method consists in representing se-

lected nodes on the map. We considered the following alter-
natives: icons, common container shapes and Voronoi poly-
gons. Icons (and symbols) are useful for providing visual
cues of what is in the space [4].

u

v

Figure 3: Space-scale diagram representing selected
nodes by Voronoi polygons at different scales.

One of the main drawbacks of icons is that they do not
show the area covered by the clusters. Container shapes do
not suffer from this drawback, but they can create clutter
if they overlap. Another problem is that dense and com-
pact clusters covering small areas will be smaller and less
visible than sparse clusters covering larger areas, which may
mislead the user. This limitation may be reduced by us-
ing Voronoi polygons. Indeed, the minimum size of Voronoi
polygons can be adjusted by controlling the space between
nodes. A limitation of Voronoi polygons is that they do not
necessarily contain (i.e., cover the area of) all the points in
the cluster. However, items which have a distance to a node
lower or equal to MCD/2, are covered by the corresponding
polygon. Therefore, we decided on using Voronoi polygons
to render selected nodes on the map. Note that Voronoi
algorithms that take into account a weight for each region
could also be used to improve the coverage [19].
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Default view Voronoi polygons Icons Bounding boxes

Figure 4: Default view vs clustered views using different types of footprints

3.3 Multiscale visualization
We now examine how nodes selected at different scales will

be visualized in a multiscale user interface with a discrete
number of zoom levels. We use space-scale diagrams [15] to
show how centroids and data items are displayed at differ-
ent scales. Space-scale diagrams are diagrams allowing the
direct visualization and analysis of important scale related
issues for interfaces.

Figure 3 shows a 2D diagram where the horizontal axes
represent the original spatial dimensions while the vertical
axis represents scale. The top level depicts all items of the
data set at a given scale. Levels located below it represent
views of the same data set at smaller scales using the pro-
posed approach. Items have been hierarchically clustered
and nodes have been selected to be displayed at different
scales taking into account the MCD condition. Note that
the level with the smallest scale is located below all the oth-
ers.

4. EXPERIMENTS
This section our system prototype and preliminary results

of an exploratory and a scalability analysis.

4.1 Experimental setup
In order to illustrate the different steps and the perfor-

mance of the proposed technique, we designed a prototype
and tested it with several real and generated spatial data
sets. The prototype is accessible at:

http://web.science.mq.edu.au/~jydelort/geoviz/demo.html

The prototype has two main components. The first com-
ponent clusters the data and generates the polygons. It takes
as input a file containing a list of geographic coordinates, a
list of scales and a visual threshold, and it outputs a file con-
taining coordinates of polygons for each scale. The second
component is a Google Maps mashup that displays the poly-
gons. Coordinates of polygons are downloaded from a web
server. When the user pans or zooms, the view is updated.
Every time the current zoom level or geographical coordi-
nates of the center of view are changed, they are sent to
the server, which returns the coordinates of visible clusters.
Voronoi polygons are computed using the computational ge-
ometry algorithm library CGAL [1].

For the exploratory analysis, we downloaded several KML
files containing information about various topics from the
Web. Keyhole Markup Language (KML) is an XML lan-
guage focused on geographic annotation and visualization
that has been widely adopted on the Web. Table 1 lists the
type and size of two of these data sets.

Table 1: Type and size of used data sets
ID Description Size
D1 Bicycle stations in Paris 1208
D2 Participants to the Google Marketing Challenge 608

4.2 Exploratory analysis
Evaluating visualization techniques or systems is a well-

known problem [10, 18]. Ellis and Dix [10] assert that, as
generative artefacts (i.e., “things that are not something of
value in and of themselves, but only yield results in some
context”), the evaluation of visualizations is methodologi-
cally unsound. In many situations, it is impossible to under-
take an evaluation capable of “proving” the effectiveness of
a visualization technique. Such kind of evaluation would re-
quire too many tasks, data sets, implementations and users.
Ellis and Dix distinguish between three types of evaluation:
summative (i.e., comparison-based), formative (evaluation
that leads to suggestions for improving the evaluated tech-
nique) and exploratory analysis (evaluation that is helpful to
discover new ideas and concepts about the technique). Their
sentiment is that exploratory analysis is the most effective
approach for evaluating visualization techniques. The rest
of this section presents preliminary results of an exploratory
analysis of the visualization system.

Figure 5: The same cluster at different scales

Figure 4 illustrates different types of cluster footprints of
the same data set. While icons are easy to interpret, they
poorly reflect the location of the data. Bounding boxes are
also easy to interpret, but they can clutter the map. For ex-
ample, in Figure 4, some bounding boxes are covering other
cluster footprints, preventing the user from interacting with
the clusters. One of the advantages of using Voronoi poly-
gons as cluster footprints is that the user can effectively
interact with the polygons as they cannot overlap. In addi-
tion, their minimum size may be controlled by MCD. Color
is used to drive user’s attention on denser polygons. In the
prototype, color is determined using a hot-to-cold color ramp
where hot colors are assigned to dense clusters and cold col-
ors to sparse ones [5].
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Table 2: Computation times for different data sets
# points Clustering Selection Generation Overall
100 0s 0s 59s 59s
1000 3s 0s 487s 490s
5000 76s 7s 2099s 2182s

Using Voronoi polygons as footprints, the user may be
confused by dramatic changes of polygons at different zoom
levels. We propose the following solution to reduce this type
of disorientation. When the user is interested in a particular
region, he or she needs to select it which will highlight it
(Figure 5, left). Then, when he or she zooms in or out,
sub or super-clusters to that region will also be highlighted
(Figure 5, right). Note that, this solution is only possible
because clusters are hierarchically clustered.

The method also supports navigation by showing users the
location of off-screen clusters [3]. Indeed, footprints may
be displayed even if their centroids are located off-screen.
However, if points are concentrated in small visible areas,
polygons will cover a significantly wider area than the area
of their points. In that case, using bounding boxes or hulls,
as cluster footprints could be more effective.

4.3 Scalability analysis
This section discusses the processing time of the main

components of the proposed technique. Issues regarding the
computational complexity of the technique are addressed in
[9]. For this experiment, we generate random geographical
coordinates using a uniform distribution. We also need to
control for the scattering of the data as scattering affects the
clustering, the node selection, and the polygon generation
steps. To control for scattering, we apply a scaling factor λ
on the bounding box containing the geographic coordinates.
For example, if the scaling factor is 1, data items in the gen-
erated data set can have coordinates all over the map, i.e. in
the bounding box defined by (−178,−78) : (178, 78). If the
scaling factor is 0.5, then data items in the generated data
set can have coordinates in the bounding box defined by
(−89,−39) : (89, 39). A scaling factor of 0.03 would roughly
cover an area as large as France.

We generate data sets of size 100, 1000, and 5000 with
λ = 0.03. For each set, we compute the processing time
1) to cluster the data items using single-linkage hierarchical
clustering, 2) to extract nodes from the hierarchical struc-
ture for the 20 different scales supp orted by Google maps
and 3) to generate Voronoi polygons at each scale. Table 2
reports the results using a 2GHz Intel Core 2 Duo with 2GB
of RAM. For data sets with less than 1000 points, polygon
generation is the most time consuming step while the pro-
cessing time of clustering and selection are very low. For
data sets with more than 1000 points, processing time of
the clustering algorithm becomes a bottleneck.

5. CONCLUSION
In this paper we presented a technique for visualizing clus-

ters of spatial data in interactive maps. The technique re-
tains hierarchical relationships between data items at differ-
ent scales. In addition, aggregation symbols do not overlap,
and their sizes and the number of points that they cover is
controlled by the same parameter. The main limitation of
the method is the computational complexity of its hierar-
chical clustering algorithm. It prevents real-time processing

of large data sets (> 1000 nodes). However, speed could be
improved both on the method and the implementation sides.
For example, data could be pre-clustered with a less time-
consuming clustering algorithm (e.g., K-means) to speed up
clustering.
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