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ABSTRACT
Writing and publishing reviews online has become an increasingly
popular way for people to express opinions and sentiments. An-
alyzing the large volume of online reviews available can produce
useful knowledge that are of interest to vendors and other parties.
Prior studies in the literature have shown that online reviews have a
significant correlation with the sales of products, and therefore min-
ing the reviews could help predict the sales performance of relevant
products. However, those studies fail to consider one important fac-
tor that may significantly affect the accuracy of the prediction, i.e.,
the quality of the reviews. In this paper, we propose a regression
model that explicitly takes into account the quality factor, and dis-
cusses how this quality information can be predicted when it is not
readily available. Experimental results on a movie review dataset
confirm the effectiveness of the proposed model.
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General Terms
Algorithm, Experiment

Keywords
Review mining, Review quality mining

1. INTRODUCTION
With the advent of Web 2.0 that centers around user participa-

tion, writing and publishing online reviews has become an increas-
ingly popular way for people to share with other users their opin-
ions and sentiments toward products and services. Those online
reviews present a wealth of information on the products and ser-
vices, and if properly utilized, can provide vendors highly valuable
intelligence to facilitate the improvement of their business.

A growing number of recent studies have focused on the eco-
nomic values of reviews, exploring the relationship between the
sales performance of products and their reviews [1, 2]. One impor-
tant aspect that has not been looked at in those prior studies is the
effect of the reviews’ quality on their predictive power. Quality-
wise, not all reviews are created equal. Especially in an online set-
ting where anybody can post anything, the quality of reviews can
vary to a great extent. Reviews poorly written, reviews containing
no subjective judgment, or even spam reviews, may actually nega-
tively affect the accuracy of the prediction, if they are not properly
taken care of.

In this paper, we propose a new model for predicting sales per-
formance using online reviews, with the quality factor explicitly
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built in. Although there have been some previous studies [3] on the
quality (or utility, or helpfulness) of online reviews, they focus on
the automatic prediction of the review quality itself. To the best of
our knowledge, our work represents the first step towards exploring
the economic impact of review quality.

The rest of the paper is organized as follows. In Section 2,
we start with presenting the general quality-aware framework for
sales performance prediction based on reviews. Then we describe
a model with some specific choices for quality and sentiment mod-
eling. In Section 3, we present the experimental results on a movie
review dataset, and we conclude this paper in Section 4.

2. THE QUALITY-AWARE MODEL
In order to develop an effective model for sales performance pre-

diction, we must first identify the important factors involved. To
this end, we examined an IMDB movie review dataset along with
the corresponding daily box office revenues, and conducted sev-
eral preliminary experiments to evaluate the correlation between
the candidate factors and the sales performance. Our efforts reveal
that for a particular product, the following factors are among the
most indicative: (1) the sales performance of the immediately pre-
ceding periods, (2) the sentiments expressed in the reviews, and last
but not least (3) the quality of the reviews.

Based on the above observations, we propose the following gen-
eral model for predicting sales performance. Here we assume that
the time unit used is day, but the model is general enough to be
extended to finer or coarser time units. Let xt be the sales figure
of the product on day t (t = 1, . . . , N where t = 1 and t = N
correspond to the first and last day of the period of interest). We
assume that the resulting time series {xt}Nt=1 has been properly
treated to remove trend and seasonality etc. This is to ensure that
the time series {xt} can be considered as approximately station-
ary so that autoregressive models can be applied. Let vt be the
number of reviews posted at day t. Also, let ωt,j,k be the quanti-
tative representation of the k-th sentiment factor in the j-th review
at time t, which we assume can be obtained based on a model for
sentiment analysis (a specific choice of which will be introduced in
the sequel). Denote by µt,j the quality of the j-th review (either
readily-available or predicted by some model) on day t. Then the
prediction model can be formulated as follows:

xt =

p∑
i=1

φixt−i +

q∑
i=1

1

vt−i

vt−i∑
j=1

ρi,k

r∑
k=1

µt−i,jωt−i,j,k + εt (1)

where p, q, and r are user-defined parameters, εt is an error term
(white noise with zero mean), and φi, µt−i,j , and ρi,k are parame-
ters to be estimated from the training data. p and q specify how far
the model “looks back” into the history, whereas r specifies how
many sentiment factors we would like to consider. Note that in
Equation (1), the sentiment factors are weighted by the quality of
the reviews, which reflects the fact that reviews of different levels
of quality have different degrees of influence in the prediction.
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Modeling sentiments: Note that Equation (1) is a general frame-
work, as it does not limit the methods used for sentiment modeling
and quality modeling. Our particular choice for sentiment model-
ing is the S-PLSA model [2], which has been shown to be effec-
tive in sales performance prediction. In essence, it assumes that
there are a number of hidden factors or aspects in the documents,
and models using a probabilistic framework the relationship among
those factors, the documents, and the words appearing in the doc-
uments. More specifically, for a given pair of word and document
(w, d), S-PLSA models the joint probability p(w, d) as a mixture
of conditionally independent multinomial distributions: p(w, d) =∑

z p(z)p(w|z)p(d|z). What differentiates S-PLSA from conven-
tional PLSA is that the words used in modeling are limited to “ap-
praisal words”[4] that better reflect the sentiments. This model can
be trained using the algorithm proposed in [2], and the result are
plugged into Equation (1) by setting ωt−i,j,k = p(z = k|dt−i,j)
where d denotes the j-th review at time t− i.

Modeling quality: Quality indicators for reviews are sometimes
readily available. For example, many websites provide summary
information about a review in the form of “x out of y people found
the following review helpful”. In such cases, h = x

y
can be deemed

as the true quality rating of a review, µt−i,j [3, 5]. When such in-
formation is absent, we can obtain it through the use of a trained
prediction model. In particular, we use the writing style of a review
to help predict its quality. Online reviews often demonstrate dra-
matically different qualities in terms of writing. Some reviews are
highly readable and therefore tend to have better quality, whereas
some reviews are either lengthy but with few sentences containing
author’s opinion or snappy but filled with insulting remarks. There-
fore, the writing style provides important indication on the quality
of a review, and has been shown to be among the most influential
factors on the helpfulness of a review[3, 5].

Other factors are also considered in previous studies on the re-
lated problem of helpfulness prediction, such as reviewer expertise
and timeliness of reviews [3]. But we note that they are either not
able to be applied to general settings due to the lack of user infor-
mation (in the case of review expertise), or not directly related to
quality itself (in the case of timeliness of reviews). Therefore, we
do not take them into consideration in developing our model.

Our modeling of the writing style is based on a previous study
showing that shallow syntactically features like part-of-speech can
be a good indicator of the utility of the review[5]. For our purpose,
we consider the part-of-speech that can potentially contribute to the
differentiation of writing style due to their implication of the sub-
jectivity/objectivity of a review. The tags chosen include: qualifiers
(e.g., quite, rather), modal auxiliaries (e.g., can, should), nominal
pronouns (e.g., everybody, nothing), comparative and superlative
adverbs (e.g., harder, faster), comparative and superlative adjec-
tives (e.g., bigger, top), proper nouns (e.g., Caribbean, Snoopy),
interjections/exclamations (e.g., ouch, well), wh-determiners (e.g.,
what, which), wh-pronouns (e.g., who, whose, which), and wh-
adverbs (e.g., how, where, when).

We represent each review as a vector y, each element of which
represents the normalized frequency of a particular part-of-speech
tag in the review, which can be obtained by parsing the review us-
ing LingPipe(www.lingpipe.com) part-of-speech tagger. The rela-
tionship between y and the quality of the review can be learned
by ε-Support Vector Regression with radial basis function (RBF)
kernels, which is capable of handling the non-linear relationship
between the target values and the feature vectors. This model can
be trained using reviews with known labels (quality ratings), and
then used to predict the quality of any given review.

With the sentiment and quality factors already known (in the case

of available quality ratings) or predicted, parameter estimation (for
φi, µt−i,j , and ρi,k) in Equation (1) can be done using least squares
regression. The detailed algorithm is omitted due to space limit.

3. EXPERIMENTS
Extensive experiments were conducted on the IMDB dataset to

evaluate the effectiveness of the proposed approach. The dataset
was obtained from the IMDB Website. Specifically, we collected
the reviews for 504 movies released in the United States during the
period from January 6, 2006 to November 21, 2007, along with the
daily gross box office revenues of those movies. We use 10-fold
validation to evaluate the model. The quality model is first trained
on the reviews with true quality ratings (by the users) in the training
data and then used to predict the quality for reviews without ratings.
We use the mean absolute percentage error (MAPE) to measure the
prediction accuracy: MAPE = 1

n

∑N
i=1

|Predi−Truei|
Truei

, whereN
is the number of instances, and Predi and Truei are the predicted
value and the true value of the box office revenues respectively.

We experimentally compare ARSQA with a baseline autoregres-
sive (AR) model (xt =

∑p
i=1 φixt−i + εt) and the original ARSA

model [2]. The model that uses the quality ratings predicted with
our proposed method is calledARSQA1, and the one that uses the
true quality ratings (as voted by users) ARSQA2. We use p = 7
and q = 1, and vary r from 2 to 5. As shown in the table below,
ARSQA1 and ARSQA2 significantly outperform the AR model
and the original ARSA model that does not consider review qual-
ity. In addition, ARSQA2 is only slightly superior to ARSQA1

which indirectly proves the effectiveness of our quality prediction
model. Similar trends are observed when other values of the vari-
ous parameters (i.e., p and q) are used.

r = 2 r = 3 r = 4 r = 5
AR 0.623 0.623 0.623 0.623

ARSA 0.394 0.307 0.256 0.295
ARSQA1 0.271 0.233 0.182 0.218
ARSQA2 0.244 0.201 0.165 0.179

We also studied the effect of the parameter values (p, q, and r)
on the prediction accuracy. Due to space limitation, detailed results
are not presented here. Our main finding is that there are optimal
choices for p, q, and r (p = 7, q = 1, r = 4 in our case).

4. CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a quality-aware model for pre-

dicting sales performance. Experiments show that by considering
the quality of reviews, we can greatly improve the prediction accu-
racy. Note that the proposed model is general enough so that differ-
ent sentiment and quality models can be plugged in as needed. For
future work, we plan to study how to further improve the prediction
accuracy through the use of more sophisticated quality models.
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