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ABSTRACT 
With the development of the accessibly to the Internet, the content 
of the Web is now being changed. User-generated Content (UGC), 
such a kind of novel media content produced by end-users, has 
taken off in past few years with the revolution of Web 2.0 and its 
flourish is especially impressive in China. The adoption of UGC 
has been proven to be beneficial to numbers of traditional tasks. 
However, the dramatic increase in the volume of such data 
prevents users from utilizing in a manual way and thus automatic 
mining approaches are demanded. Opinion mining, a recent data 
mining technique at the crossroad of information retrieval and 
computational linguistics, is pretty suitable for this kind of 
information processing. In our paper, we dedicate our work to the 
main two subtasks of opinion mining: topic extraction and 
sentiment classification. We propose approaches to these two 
issues respectively for Chinese based on the consideration of 
syntactic knowledge. We take the blog data, which is a typical 
application of UGC, as the evaluating data in our experiments and 
the results show that our approaches to the two tasks are promising. 
We also give an introduction to our future plans stemmed from the 
work done in this paper: an intelligent advertisement placement 
system in UGC. 

Categories and Subject Descriptors 
H.3.1 [Information Storage and Retrieval]: Content Analysis 
and Indexing-Linguistic processing; I.2.7 [Artificial Intelligence]: 
Natural Language Processing-Text analysis; 

General Terms 
Algorithms, Measurement, Experimentation 

Keywords 
User-generated Content (UGC), opinion mining, topic extraction, 
sentiment classification, syntactic knowledge 

1. INTRODUCTION 
User-generated Content (UGC), also known as Consumer 
Generated Media (CGM) or User-created Content (UCC), refers to 
various kinds of media content produced by end-users. It has also 
been characterized as “conversational media” which is a two-way 
process encouraging the publishing of one’s own content and 
commenting on other people’s ([1]).This novel term has been 
around for a while, but has only really taken off in the past few 

years with the revolution of Web 2.0, transforming from 
discussion boards to the entire websites through social networking, 
blogging and video sharing ([2]). The flourish of UGC is 
especially impressive in China. Statistics from the website-ranking 
site Alexa (http://www.alexa.com) indicate that in China sites 
driven by user-generated media make up 50% of the top 10 ones. 
Official figures show that 53 million of China’s 123 million 
Internet citizens are BBS (online message boards) users and 20 
million are bloggers in 2006 ([3]).  
The use of this novel content on the web has been proven to be 
beneficial to a lot of traditional tasks. According to e-consultancy 
(http://www.e-consultancy.com/) and Bazaarvoice’s 
(http://www.bazaarvoice.com/) “Social Commerce Report 2007” 
report, customer product reviews, which are a prevailing type of 
UGC, are increasing retail e-commerce conversion rates, site 
traffic and average order values. However, with the dramatic 
increase of the number of reviews, it becomes harder and harder 
for customers to go through all these reviews to get an over-round 
opinion and for product manufacturers to keep track of customer 
opinions of their products. So it is with other types of UGC. 
Therefore, data mining techniques have to be employed to help 
process these large number of data. Opinion mining, which is a 
recent discipline at the crossroad of information retrieval and 
computational linguistics concerning not with the topic a document 
is about but with the opinion it expresses ([4]), turns out to be a 
suitable technique for UGC processing to mine opinions. Other 
applications stemming from this mining technique include market 
intelligence, advertisement placement, opinion search and etc.  
Since its first investigation in the year of 1997 ([5]), a lot of work 
has already been done on opinion mining ([6], [7], [8], [9]). 
According to the definition in [8], opinion is described as a 
quadruple including Topic, Holder, Claim and Sentiment that the 
Holder believes a Claim about the Topic and in many cases 
associates a Sentiment with the belief. Take the sentence “Tom 
said the movie was nice” for example, Tom and movie are the 
holder and topic of the opinion respectively; he claims “nice” on 
the movie, which involves a positive sentiment. However, not all 
opinions contain sentiments. Sometimes, the Holder just expresses 
a judgment on an object without any underlying sentiments, such 
as the sentence “Jerry believes the movie will be shown on Friday”. 
Research has been conducted on the different components of 
opinions as presented above, such as holder identification ([10]), 
topic/target extraction ([11], [12]) and sentiment classification 
([13], [15], [16], [17], [18], [19], [20]). In our work, we focus on 
the latter two subtasks which most current research on opinion 
mining dedicates to. We propose our approaches to solving these 
two problems for Chinese based on the incorporating of syntactic 
knowledge. 
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In the subtask of topic extraction, we propose an approach based 
on our previous work ([21]). In our approach to topic extraction, 
we first extract topics from opinion sentences through syntactic 
parsing of sentences using the dependency grammar. However, we 
have found that some of the topics extracted through that way 
contain noises because of the parsing errors caused by the poor 
quality content provided by end-users. Therefore, we propose to 
build a super set from a corpus to filter out these noises. Our 
experiments on the resulted super set show that the topics 
contained in the set are of high quality and able to reflect the 
actual concerns of users. Therefore, noises in initially extracted 
topics can be filtered out effectively.  
The task of sentiment classification differs from traditional text 
classification task in its emphasis on sentiment words rather than 
topic words. Sentiment words are terms which can express 
polarities, such as “good” and “poor” that indicate positive and 
negative sentiment respectively. The identification of the 
sentiment polarity (also known as semantic orientation ([5])) of a 
sentiment word is a key issue to the sentiment classification of 
sentences and documents. Problem in word polarity identification 
is that although polarities of some words alone are determined, 
they may be distorted by contexts. Here we define the context of a 
word W as any words those are related to W syntactically. We 
locate the contextual information of a word based on the 
dependency parsing. In our method for sentiment classification, we 
put forward a novel approach to identifying the polarity of a word 
with the contextual information taken into account and apply it to 
higher level sentiment classification. Our experiments in the higher 
level sentiment classification task show that our approach 
outperforms the naive one without considering the contextual 
information as well as other machine learning techniques. 
The rest of the paper is organized as follows. Section 2 shows 
previous work on opinion mining, mainly on topic related work 
and word/sentence level sentiment classification. In section 3, we 
illustrate our approach to topic extraction and contextual sentiment 
classification in details. In section 4, we describe experiments on 
topic extraction and contextual sentiment classification and 
demonstrate the experimental results with discussions respectively. 
Finally, we give a conclusion of our work in section 5, along with 
a discussion on possible future work. 

2. RELATED WORK 
Current work on opinion mining mainly focuses on topic related 
issues and sentiment classification. In following sections, we first 
describe the topic related work by Mingqing Hu ([11]) and then 
show the previous work on sentiment classification at word and 
sentence/document levels.  
In [11], Hu et al. focus on the customer reviews of products and 
propose an approach to mining and summarizing these reviews. 
Their summarization task is performed in three steps: mining 
product features that have been commented by customers; 
identifying opinion sentences in each review and deciding whether 
each opinion sentence is positive or negative; summarizing the 
results. The key issue in their feature-based summarization task is 
to extract features of products (which are indeed topics of opinions) 
on which customers have commented. They employ the 
association mining technique, compensated with two types of 
pruning, to generate these genuine features. Our approach to topic 
extraction differs from their work in that we employ the syntactic 
parsing as the key technique rather than only machine learning 
techniques as we believe that this task needs an insight into the 

structure information of a sentence. What’s more, we conduct our 
work in the context of Chinese. 
Sentiment classification has received plenty of attentions from 
researchers. Previous work on the classification task can be 
divided into word and higher levels. Hatzivassiloglou and 
McKeown are the earliest to tackle the problem of determining the 
semantic orientation of words ([5]). Their proposed method tries to 
predict the orientation of subjective adjectives by analyzing pairs 
of adjectives extracted from a large unlabelled document set. 
These pairs of adjectives are conjoined by and, or, but, either-or, 
or neither-nor. The underlying intuition is that the act of 
conjoining adjectives subjects to linguistic constraints on the 
orientation of the adjective involved, that is, and usually conjoins 
two adjectives of the same orientation while but conjoins two 
adjectives of opposite orientations.  
Another study on word orientation determination also taking 
advantage of the linguistic knowledge is [13]. In this paper, the 
author focuses on the problem of subjectivity tagging which 
distinguishes sentences used to present opinions and other forms of 
subjectivity from sentences used to objectively present factual 
information. In order to solve this problem, she proposes an 
approach to finding good linguistic clues -- the subjective 
adjectives, from a large corpus. She identifies high quality 
adjectives using the results of a method for clustering words 
according to distributional similarity ([14]), seeded by a small 
amount of simple adjectives extracted from a detailed manually 
annotated corpus. 
Turney et al. in [15] adopt a different methodology which requires 
little linguistic knowledge. They first define two minimal sets of 
seed terms as descriptive of the categories Positive Sp and 
Negative Sn. Then they compute the point wise mutual information 
(PMI) of the target term t with each seed term ti as a measure of 
their semantic association. PMI is calculated in following formula:  
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, where positive value means positive orientation and higher 
absolute value means stronger orientation.  
However, none of the work above takes the contextual information 
into account. The recent work by Ding et al. is more similar to ours 
([20]). They take the contextual information into consideration 
when determining the polarity of a word using several pre-defined 
rules based on the assumption that words occur nearby indicate 
same polarity unless some special words, such as “but”, “however”, 
exist between them. Our work differs from theirs in that we 
employ the syntactic parsing technique to analyze the structure of 
sentences which is able to capture the contextual word of 
sentiment one whatever the distance of these two words is. 
Another difference is that our approach focuses on words of 
determined polarities rather than words like “big” “long” tackled 
by Ding et al. In addition, our work focuses on the context of 
Chinese in which word segmentation and syntactic parsing are 
issues which are both different from those in English.  
Part of the work on sentiment classification for 
sentences/documents takes the postulation that sentiment 
orientation of the whole is a function of that of the parts ([6]). In 



other words, sentiment orientation of sentences/documents can be 
inferred from that of words contained in these 
sentences/documents. Authors in [17] first separate subjective 
sentences from factual sentences and then calculate the average per 
word log-likelihood scores of these sentences from the polarity 
values of words. Sentences with the average log-likelihood scores 
exceeding the pre-set threshold are classified as positive, sentences 
with scores lower than the threshold are classified as negative and 
those with in-between scores are treated as neutral.  
In the sentiment classification module of the work in [8], three 
models are proposed. All these models do the classification based 
on the word sentiment orientation. The intuition of model 0 is that 
negatives cancel one another out, thus it only considers the 
polarities of sentiments not the strengths. Model 1 considers the 
harmonic mean of the word sentiment strengths in the region while 
model 2 uses the geometric mean instead. In another work ([18]), 
the author calculates the average semantic orientation of the words 
in the given document and classifies the document as positive if 
the average is positive and otherwise negative, which also turns 
out to be a sentiment word based approach. In our paper, we also 
adopt a word based approach to determining the polarities of 
documents. 
Other work on sentence sentiment classification utilizes machine 
learning methods. [19] takes advantage of three classical machine 
learning approaches to do the classification: Naive Bayes, 
Maximum Entropy and Support Vector Machines. They conduct 
experiments on movie reviews and the results show that machine 
learning methods outperform previous methods based on word 
sentiment orientation. However, this kind of method requires an 
annotation preprocess and the training data are domain sensitive. 

3. Extract the Topics and Determine the 
Sentiment Polarity 
In our work, we propose a three-step approach to extracting topics 
in opinion sentences and determining the contextual sentiment 
polarity of underlying opinions in the Chinese User-generated 
Content. The syntactic parsing on opinion sentences using the 
dependency grammar lays the foundation of our approach. To our 
best knowledge, we are the first to investigate both the topic 
extraction and contextual sentiment determination for Chinese. 
The three main steps are as follows: 

(1) Locate the opinion sentences in texts. In our work, we 
regard sentences containing sentiment words as the 
opinion ones. Therefore, the key issue in locating these 
opinion sentences is to construct a well-defined and 
adequate sentiment word dictionary.  

(2) Extract the topics opinions on from the opinion 
sentences and filter out noisy ones based on the 
statistical information from corpus. In UGC like product 
reviews, people are more likely to express opinions on 
more detailed subtopics (in our work, one subtopic is 
actually a keyword) of a topic1, i.e. various features of a 
product. In our work, we try to extract these subtopics. 
Before this step to be conducted, these opinion sentences 
are firstly parsed using the dependency grammar. We 
extract the subtopics through several rules defined based 
on the syntactic roles of words in the sentence. As these 

                                                                 
1  “topic” in italic means actually a more general object like a 

product which is different from “topic” in “topic extraction”.  

extracted subtopics may contain noises due to parsing 
errors, we build a super set containing subtopics of the 
corresponding topic based on a document collection on 
that topic. The set is then used to filter out noisy ones 
and refine the initially extracted results.  

(3) Determine the contextual sentiment polarity of the 
opinions. In our determination strategy, we take the 
contextual information into account. The contextual 
information of sentiment words is identified also based 
on the syntactic knowledge.  

In the following sections, we first give an introduction to the 
dependency grammar which is the foundation of our work. Then 
we illustrate our proposed approaches to topic extraction and 
contextual sentiment classification in details. 

3.1 Dependency Grammar 
Substantial efforts have been made on syntactic parsing of natural 
languages, and many sophisticated parsing grammars have been 
proposed to describe different aspects of linguistic characteristic, 
such as phrase structure grammar ([23]), link grammar ([24]) and 
dependency grammar ([25]). It is believed that dependency 
grammar is more suitable for Chinese natural language processing 
([22]). Therefore, we employ the dependency grammar in our 
work.  
In dependency grammar, individual words in a sentence are 
considered to be linked together in dependency relations instead of 
being combined just mechanically. The main idea of this grammar 
is that roles played by words of different grammar roles in a 
sentence are not equal to each other, saying that, some words 
depend on others while some words govern others. We take use of 
the dependency parsing module in the HIT LTP shared library 
(http://ir.hit.edu.cn/) to do the parsing. The syntactic roles 
(dependency relationships) defined in the library are shown in 
table 1. 

3.2 Extract Exact Topics of Opinions 
In our approach to extracting the topics of opinions, we first 
identify the initial topics (which are actually the subtopics of a 
topic) in opinion sentences based on seven rules defined in [21]. 
Then we construct a super set consisting of subtopics for a topic 
and filter out the noisy ones in initial topics.  

3.2.1 Locate the topic in a single sentence 
Although machine learning approaches are powerful in handling 
lots of problems, they require sufficient features both in training 
and predicting phases. However, only limited features are 
available in a sentence which in most cases contains a small 
number of words. What’s more, our task demands precise and fine-
grained analysis while machine learning approaches based on 
statistical information are too “coarse” to extract the exact topics 
in opinions. Therefore, we propose our solution using defined rules 
based on deep syntactic parsing of sentences instead of machine 
learning approaches, making use of syntactic features in addition 
to words. 
The first step in extracting the topics is to identify the opinion 
sentences from others otherwise we have to parse every sentence 
in texts, which is certainly of low efficiency. In our work, we 
discriminate the opinion ones from others through the 
identification of sentiment words. Therefore, the discriminating 
task is rather straightforward as long as the collection of sentiment 



Table 1. Dependency relationships defined in dependency grammar. 

Dependency 
relationships 

Explanation Dependency 
relationships

Explanation 

ADV Adverbial HED Head of the sentence 

APP Appositive IC Independent clause 

ATT Attribute IS Independent structure 

BA Special structure with the word 把 LAD Left adjunct 

BEI Special structure with the word 被 MT Mood-tense 

COO Coordinate POB Preposition-object 

CNJ Conjuctive QUN Quantity 

CMP Complement RAD Right adjunct 

DC Dependent cluase SBV Subject-verb 

DE Special structure with the word 的 SIM Similarity 

DEI Special structure with the word 得 VOB Verb-object 

DI Special structure with the word 地 VV Verb-verb 

Table 2. All these rules are represented in the tuple <ROLE_SENTI, RELA, ROLE_TOPIC> mentioned above, which means that in 
sentences with sentiment word of the syntactic role of ROLE_SENTI, word with the role of ROLE_TOPIC and relationship of 

RELA with the sentiment word is extracted as the topic. In examples, phrases with underline are sentiment words and bold are 
topics. 

Rules Explanations Examples 
<VOB, SIBLING, SBV> Sentiment word plays the role of objective while topic is the 

subject and both depend on a same word. 
“影评认为这部电影是垃圾” 
(Reviews regard the movie is 
rubbish) 

<DE, GRANDPARENT-
SIBLING, SBV> 

Sentiment word depends on the Chinese auxiliary word “的”. We 
then take the noun N on which the auxiliary word depends with 
the dependency relation “ATT” as the attribute of the topic. The 
subjective word depending on the same word with N is considered 
as the topic.  

“阿甘正传是一部不错的电影” 
(Forrest Gun is a not bad 
movie) 

<ATT, PARENT-
SIBLING, SBV> 

This rule is similar to the one above except that the sentiment 
word modifies N directly. 

“ 阿甘正传是一部好电影 ” 
(Forrest Gun is a nice movie)

<HED, CHILD, VOB> Topic is considered as the objective of the sentence and depends 
on the sentiment word that is the head word of the sentence. 

“我喜欢这本书 ” (I like this 
book) 

<HED, CHILD, SBV> This rule is similar to the one above except the topic is the 
subjective of the sentence. 

“这本书值得一看” (This book 
is worth reading) 

<ADV, SIBLING, VOB> The objective word which depends on the predict is taken as topic. 
The sentiment word modifies the predict.  

“我喜欢看这部电影” (I like to 
see the movie) 

<ANY, NEAREST, 
ANYNOUN> 

In other situations, we measure the distance between nouns and 
sentiment words and then take the nearest one as the topic. 

In other situations where rules 
above can not be used. 

words is available. In our paper, our own sentiment dictionary is 
built upon that of [6], and because of the Chinese segmentation 
issue 2  we refine their dictionary as our own containing 1262 
positive words and 2930 negative ones. 
To define rules to extract topics of opinions in sentences, we 
examine syntactic role that sentiment word plays in a sentence 
within a large corpus of opinion sentences, and then select 

                                                                 
2  Different segmentation algorithms generate different 

segmentation results given a same character sequence, therefore 
the algorithm employed in our work fails to get some words in 
the dictionary of [6]. 

manually the corresponding topic, along with its syntactic role and 
its relationship with the sentiment word. We define a tuple 
<ROLE_SENTI, RELA, ROLE_TOPIC> to describe such an 
observation, in which ROLE_SENTI, ROLE_TOPIC mean the 
syntactic roles of the sentiment word and topic respectively, and 
RELA represents the relationship between these two words. In all, 
we define five different relationships as shown in table 3. Besides 
these elementary relationships, some combined relationships are 
also used in our paper, such as “GRANDPARENT-SIBLING”. 
Given these possible relationships between sentiment words and 
topics, we then define rules so that appropriate relationships can be 
chosen correspondingly for sentiment words of different syntactic 



roles to extract the topics. In table 2, we just list the rules briefly 
and detailed explanations of rules can be found in [21]. 
Table 3. Different relationships between sentiment words and 

topics defined in our paper. 

Relationships Explanations 
PARENT Sentiment word depends on the topic 
CHILD Topic depends on the sentiment word 

GRANDPARENT Sentiment word depends on the word 
which again depends on the topic 

SIBLING Both sentiment and topic depend on a 
same word 

NEARESTNOUN None of the above relationships exists 
between the sentiment and topic and the 
topic is the nearest noun with the 
sentiment word 

 

3.2.2 Filter the topics using the super set 
Although the approach to extracting topics in opinion sentences 
described above has been proven to be effective ([21]), its 
dependence on the parsing results leads to instability. For online 
UGC, a fair amount of junk exists which is mixed with the 
information we are interested in. In addition, the language used by 
the writers may be of poor quality, containing a lot of Internet 
slang and misspellings. Both issues have negative influence on the 
syntactic parsing accuracy and consequently import noises into 
extracted topics. Therefore, we have to manage to filter out all 
these noises. In fact, there will also be some topics missed due to 
the parsing errors and we should be supposed to add in these 
missed ones. Currently, we only consider the filtering of noisy 
ones.  
In our filtering approach, we first get a collection of opinion 
sentences which are all relevant to a same topic but on different 
subtopics. For example, all sentences contain opinions on a movie, 
however may be on the actors, play, music or any other subtopics 
of a movie. Given such a corpus, we first construct a super set of 
subtopics for a topic (a set containing actors, play or other 
subtopics people commenting on in this example). Subtopics are 
firstly extracted from sentences using the seven rules defined in 
the section above. We then select those which occur in more than 
one sentence to build the super set ordered by the frequency in 
descending order. Given a new sentence on the topic, the initially 
extracted topics are filtered out if they are not contained in the 
super set. The main idea behind our filtering strategy is that 
individuals on the Internet would seldom subject to a same 
expression style which causes the same error during syntactic 
parsing. Given Sj the super set for a topic j, Tk the initial set of 
extracted topics from an opinion sentence k on the topic j and Tk’ 
the filtered result set, the filtering process can be formulated as 
follows:  

'
k k jT T S= I  

As described above, the constructing of a super set for a topic 
requires a collection of sentences which means that our filtering 
approach is topic and corpus dependent. However in applications 
such as review summarization, it is reasonable as the super set can 
be built in advance. In addition, filtering is in fact one of the wide 
usages of the super set. For example, it can also be used in the task 
of [11] as a way to mine product features. 

3.3 Determine the Contextual Sentiment 
Polarity 
After the exact topics (also the related sentiment words) are 
extracted from opinion sentences, we turn to the determination of 
the sentiment polarities of users’ opinions on these topics, i.e. 
those of the topic-related sentiment words. In our determination 
approach, we take the contextual influence into account and use 
the syntactic knowledge to locate the contextual information. As 
described above, the opinion sentences have already been parsed 
in topic extraction phase and each word is labeled with 
corresponding dependency relationship. We then locate the 
contextual words of the topic-related sentiment word according to 
our proposed algorithm based on dependency relationships. In the 
following sections, we first give an overview on the impact of 
contextual information, and then illustrate our algorithm to 
calculate the contextual polarity scores of sentiment words in 
details. 

3.3.1 Impact of contextual information 
Although some sentiment words possess obvious polarities, such 
as “good”, “well”, “bad” and “poor”, they may be modified by 
other contextual words like the negation words. This kind of 
contextual information is important in aggregating word polarities 
as a whole. A simple example is that the sentence “the movie is 
bad” indicates the opposite polarity to the sentence “the movie is 
not bad”, in which the former expresses a negative polarity while 
the latter indicates positive. In addition to the negation modifiers, 
there are also some other cases: diminishers and intensifiers. Take 
two sentences “the movie is almost nice” and “the movie is nice” 
for example, although they both indicate positive attitude to the 
movie, the degree of the sentiment is apparently different. In other 
words, the word “almost” diminishes the positive degree of the 
sentiment word “nice”. In the case of intensifiers, the sentence “the 
movie is very nice” indicates a much stronger positive attitude 
than the other two sentences. Thus, the word “very” intensifies the 
positive degree of the word “nice”. In our current work, we only 
focus on negation modifiers as this kind of contextual words are 
able to reverse the initial polarities of sentiment words.. 
There is still another situation as mentioned in [20] that the 
sentiment word alone carries both polarities, such as the word 
“big”, “long”. However, we would rather regard these words 
merely as feature-related description words which require domain 
knowledge to determine the polarity or some other methods as 
proposed in [20]. In our paper, we focus on sentiment words of the 
first situation which carry determined polarities. 

3.3.2 Quantify the contextual polarity of sentiment 
words 
To quantify the contextual polarities of the sentiment words, we 
have to get the contextual words of these sentiment ones in 
advance. We propose to get these words and further calculate the 
contextual polarity scores with following table-lookup function:  

1. Set RootWord = Sentiment word, PolarityScore = 
InitialScore 

2. FOR every word W in the sentence which depends 
on the RootWord 

3.   IF the dependency relationship is “ATT”  
4.     IF there is a word W’ depends on W with the 

relationship “DE” 
5.       Set RootWord = W’ 
6.     ELSE  



7.       Set RootWord = W 
8.   IF the dependency relationship is “ADV” 
9.     IF there is a word W’ depends on W with the 

relationship “DI” 
10.       Set RootWord = W’ 
11.     ELSE  
12.       Set RootWord = W 
13.   PolarityScore *= getContextualFactor(RootWord) 

In the proposed algorithm above, we only consider four 
dependency relationships “ATT” “DE”, “ADV” and “DI” (“ATT” 
means that a word A depends on another word B with relationship 
of “ATT”, that is, A modifies B. So do other relationships. 
Explanations of each relationship can be found in table 1.) as these 
four ones are the most stable contextual sentiment related 
relationships which are able to influence the polarity scores of 
sentiment words. The initialScore sets to 1 when the sentiment 
word is a positive one and -1 otherwise. The function 
getContextualFactor in our current work is a rather simple one: it 
returns -1 when the RootWord is a negation word, 1 otherwise. It 
follows the intuition that negation words cancel one another out. 
Additionally, this function can be expanded when more kinds of 
contextual words are taken into account, such as the diminishers 
and intensifiers, to quantify the exact sentiment polarity scores. 

4. EXPERIMENTS & RESULTS 
Two separate experiments are conducted in our work to verify our 
approaches proposed for topic extraction and contextual sentiment 
classification. As the effectiveness of the seven rules for topic 
extraction in single sentences has already been shown in [21], we 
only examine the quality of the super set built from a corpus in our 
current experiments on topic extraction. We do not compare the 
quality of extracted topics when the filtering is used with the 
original one because given the super set be of high quality, the 
filtered results would obviously be much better as noises can be 
filtered. In following sections, we first describe the experiments on 
topic extraction and then on contextual sentiment classification. 

4.1 Examination on the Quality of Super Set 
To examine the performance of our approach to building the super 
set for a topic, we compare our approach with the association rules 
approach (using the apriori algorithm) employed in [11]. In 
addition, to compare the valuable information contained in UGC 
with that in traditional online content (which we call Authority 
Generated Content (AGC)), we conduct experiments on two 
different kinds of data sets: data collected from blogs and those 
from news reports as the representatives for UGC and AGC 
respectively.  
In our work, we take opinions on mobile phones as an example. 
We collect opinions from blogs through the blog search service 
(http://blogsearch.baidu.com) provided by Baidu which is 
currently the most popular search engine in China. In order to get 
the returned results, we issue 29 mobile phone model names 
(selected randomly from a popular mobile phone website3) to the 
search engine and then fetch the top 50 blogs, generating 970 ones 
totally4. Up to 3192 news reports on mobile phones are collected 

                                                                 
3 http://mobile.zol.com.cn 
4 In fact, quite a lot number of model names get less than 50 results 

totally. 

from the mobile channel of netease (http://www.163.com) which 
are all published in the year of 2007.  
Another issue we have to concern is that as our proposed approach 
requires a deep syntactic analysis into the sentences, the amount of 
texts needed by our approach to build the super set should be much 
smaller than that is needed by the association rules approach. In 
other words, given same number of texts, our approach should 
outperform the other one. Therefore, we conduct an examination 
into the changes of the quality of super sets varying with the 
numbers of texts involved in the construction.  

4.1.1 Build the evaluation corpus 
The two approaches on two different data sets generate four super 
sets, named as BlogRule, BlogAssoc, AuthorityRule, 
AuthorityAssoc in which the prefixes Blog and Authority represent 
the two data sets and the suffixes Rule and Assoc denote our 
approach and the association rules approach. However, the 
evaluation of the quality of resulted super sets is quite difficult as 
there is no standard corpus available for this task. Therefore we 
have to build the evaluation corpus ourselves.  
To gather the correct subtopics (“correct” means people concern) 
for mobiles, we employ the pooling technique that is widely 
adopted in the TREC (http://trec.nist.gov) conference series. 
Firstly, we select top 50 results of each super set as candidates and 
then merge them as the overall candidates consisting of 103 unique 
ones. Then we employ six annotators to select the subtopics which 
they concern most when considering buying a mobile phone. 
Finally, we filter out those subtopics that less than two annotators 
have made the selection and regard the remained 37 ones as the 
correct ones (the evaluation corpus) used to evaluate the four super 
sets. We calculate the accuracy of the top 10 subtopics ordered by 
the occurrence frequency in a super set to evaluate the quality. The 
accuracy Accu@NumAll is quantified using the following formula:  

Correct
All

All

NumAccu@Num
Num

= , 

where NumCorrect is the number of subtopics that exist both in the 
top 10 ones of the super set and the evaluation corpus and NumAll 
takes the value of 10 in our context. 

4.1.2 Results & Discussions 
In table 4, we list out the detailed subtopics of the evaluation 
corpus and the top 10 ones in the four super sets when the number 
of involved texts is set to 200.  

Table 4. Subtopics of mobile phones contained in the 
evaluation corpus and the four super sets. 

Evaluation 
Corpus 

屏幕(screen), 摄像头(camera), 按键(keys), 电
池 (battery), 分辨率 (resolution), 铃声 (ring 
tones), 质量 (quality), 画面 (picture), 价格

(price), 键盘(keyboard), 界面(interface), 模式

(mode), 时尚 (fashion), 手感 (touch), 通讯

(communication), 外 观 (outlook), 外 形

(outlook), 网络(network), 扬声器(speaker), 游
戏(game), 智能(intelligence), 播放器(player), 
厂 商 (manufactory), 耳 机 (earphone), 环 境

(environment), 机 身 (machine body), 机 型

(model), 技术(technology), 立体声(stereo), 品



牌 (brand), 色 彩 (color), 套 餐 (service 
packages), 图片(picture), 音乐(music), 营业厅

(business office), 优势(advantage), 指纹(finger 
printer) 

BlogRule 功能 (function), 手机 (mobile phone), 音乐

(music), 时尚 (fashion), 产品 (product), 模式

(mode), 时间 (time), 键盘 (keyboard), 屏幕

(screen), 设计(design) 

BlogAssoc 手机 (mobile phone), 支持 (support), 功能

(function), 联想(lenovo), 时尚(fashion), 屏幕

(screen), 播放(play), 色彩(color), 输入(input), 
铃声(ring tones) 

AuthorityRule 手机 (mobile phone), 功能 (function), 市场

(market), 用户(user), 产品(product), 消费者

(consumer), 音乐 (music), 信息(information), 
电话(telephone), 套餐(service packages) 

AuthorityAssoc 手 机 (mobile phone), 音 乐 (music), 市 场

(market), 功能(function), 产品(product), 中国

(China), 用户 (user), 移动 (mobile), 诺基亚

(Nokia), 公司(company) 

The table gives an intuitive conclusion that subtopics extracted 
from authority news reports are much more general, such as 市场

(market), 用户(user), which are not unique features of a mobile 
phone. In contrast, those extracted from blog data such as 时尚

(fashion), 键盘(keyboard), 屏幕(screen) are of the capability of 
reflecting the real concerning aspects of consumers. 
The figure below shows the accuracy of the top 10 subtopics in the 
four super sets varying with the number of texts involved from 50 
to 500.  
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Figure 1. The accuracy of the subtopics in top 10 of the four 

super sets varying with the texts involved from 50 to 500. 
BlogRule means the result of our approach on the blog data; 

BlogAssoc represents the result of the association rules 
approach on the blog data. So it is with AuthorityRule and 

AuthorityAssoc except that authority data are used. 
One obvious observation from the figure is that our approach on 
the blog data (BlogRule) outperforms all the other ones in all 
numbers of texts. In other words, the quality of the super set 
achieves the best when it is constructed from the blog data using 
our approach. In other situations, given the same data set, our 
approach performs better than the association rules approach. The 
results verify the effectiveness of our approach in extracting the 
subtopics to build the super set.  

Another observation is that the accuracy of BlogRule at 50 is 
higher than that of BlogAssoc at any number of texts, even at 500. 
The result verifies the assumption that our approach would 
demand fewer texts than the other one to gain a same performance. 
In the situation of BlogRule alone, the curve decreases with the 
number of texts increases. The reason is that with more texts taken 
into consideration, more noises are introduced. One extreme result 
is the BlogAssoc at 300 when it gains an accuracy of 0. In the other 
two situations AuthorityRule and AuthorityAssoc, the accuracies 
keep unchanged when the number of texts increases. The result 
shows that there exists a balance between the accuracy and the 
number of involved texts, which is different for different situations.  
In addition, we have seen from the four curves that given the same 
approach, the super sets built from the blog data possess better 
quality than those from the authority news reports. The reason is 
that texts from blog data contain more individuals’ opinions than 
authority content. The opinions expressed in these personal blogs 
are able to reflect the real concerns of users while those contained 
in news reports are usually written by professional journalists or 
experts and thus lack of that ability as they have to keep objective 
and unbiased. What’s more, at the beginning we were doubt of the 
performance of our approach in the blog data because of the 
possible parsing errors in these user produced data, however the 
experiments show opposite results. This encourages us and also 
demonstrates that the usage of UGC to reflect the real needs of 
users is promising. 

4.2 Experiments on Identifying the Contextual 
Sentiment Polarity 
Contextual polarity scores of sentiment words are calculated in 
larger language units like sentences and documents, thus it is not 
reasonable to evaluate the polarities of these words alone. In our 
experiments, we do the evaluation at document level. To get the 
final polarity of a document, we employ a simple aggregating 
function in our current work. Firstly, we sum together all the 
contextual polarity scores of contained sentiment words. Then, if 
the final score is larger than zero, we categorize the document as 
positive; if the score is less than zero, we categorize it as negative; 
neutral otherwise.  
The data set D (http://www.apexlab.org/apex_wiki/ia-blogdata) 
used in our experiment is composed of a training set and a testing 
set extracted from blogs and has already been manually labeled as 
positive, negative or neutral. The training set consists of 1256 
positive documents and 1238 negative ones while the testing set 
contains 278 positive ones and 401 negative ones. 
As the polarity determination is indeed a kind of classification task, 
we employ the traditional classification performance 
measurements to evaluate the performance: Precision (P), Recall 
(R) and F1-measure (F1) which is the harmean of Precision and 
Recall. In our experiments, we compare our approach to polarity 
determination with another two main supervised machine learning 
techniques: Naive Bayes and Support Vector Machines5 (unigram, 
using RBF kernel with C=8.0, g=0.0078125 and cross-validation 
rate=56.7362%). The training set of D is used in the training phase 
of these two techniques. What’s more, we also implement an 
approach based on word polarity without considering the 
contextual words to verify the necessity of incorporating this 
information. 
                                                                 
5 http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 



4.2.1 Results & Discussions 
Figure 2 shows the precision, recall and F1-measure of positive 
(left diagrams) and negative (right diagrams) samples of the test 
data set of D. In these two diagrams, Contextual denotes our 

approach which determines the document polarity based on the 
contextual polarity of contained sentiment words; NonContextual 
is similar to Contextual except that no contextual influence is 
considered in calculating the polarity scores of sentiment words. 
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Figure 2. Precision, recall and F1-measure for positive (left) and negative (right) samples in the testing set of D (considering only 

sentiment documents with the neutral ones excluded). Contextual denotes our approach. 
 

Table 5. Average results for the documents in the testing set of 
D, with neutral ones excluded. Contextual denotes our 

approach. 

 Precision Recall F1-Measure 

Contextual 0.72 0.62 0.66 

NonContextual 0.67 0.57 0.60 

SVM 0.52 0.68 0.54 

NB 0.54 0.24 0.30 

SVM and NB denote Support Vector Machines and Naive Bayes 
respectively. Table 5 demonstrates the average results. The F1-
measure in the table is the average of two F1-measures calculated 
from positive and negative samples rather than the harmean of the 
average precision and recall.  
The average results listed in table 5 show that our approach 
outperforms others both in precision and the F1-measure. The 
results are encouraging. However, we have also noticed that our 
approach fails to win the best performance in recall. Instead, SVM 
gets the highest recall. As to other approaches, NonContextual 
performs a little better than SVM in precision and F1-measure 
while naive bayes performs the worst in almost all measurements. 

At the first glance, we thought that the exception in the recall of 
our approach should be mostly caused by the incomplete coverage 
of sentiment words in our own defined sentiment dictionary, which 
is also the classical problem in other word based sentiment 
classification approaches. However, after our careful examination 
into positive and negative samples (as shown in the figure above), 
we have got another conclusion. In the positive samples, although 
our approach performs better than other ones both in precision and 
F1-measure, we have got a relatively poor recall compared with 
that of SVM. However, the conclusion is not true for negative 
samples. The possible reason is that for positive documents, the 
influence of contextual information in calculating the polarity 
score is not as evident as that for negative ones. When expressing a 
positive opinion, people are more likely to use positive words 
directly instead of using negative ones that are modified by 
contextual words such as negation ones. Therefore, the advantage 
of contextual information can not be fully utilized. However, for 

negative opinions the contextual information imposes important 
impact on the polarity determination. For some samples, the 
negative polarity can only be captured when context is taken into 
account. Another proof for this explanation is that the 
consideration of contextual information even degrades recall in 
positive samples (as shown in the left diagram of the figure). 
However, for the negative samples where contextual information 
plays important role, our approach performs better than 
NonContextual and also SVM in all measurements including recall 
while NonContextual is still worse than SVM (as shown in the right 
diagram of the figure). 

5. CONCLUSIONS & FUTURE WORK 
UGC has now turned out to be a prevailing type of online content 
on the Internet and possesses several unique characteristics that 
traditional web content lacks of. This content has already been 
used to benefit a lot of traditional applications; however the 
tremendous amount and mixed junk prevent users from going 
through all the content manually and thus demand automatic 
techniques to help to mine the underlying valuable opinion 
information. Opinion mining has been proven to be a promising 
technique to mine the opinion information. In our paper, we 
dedicate our work to two main research fields in this mining task 
for Chinese: topic extraction and contextual sentiment 
classification. Our proposed approaches to these two subtasks 
differ from previous methods in that we rely much more on the 
syntactic knowledge rather than machine learning techniques. 
Specifically, to reduce the influence of parsing errors caused by 
the poor quality of online expressions, we additionally propose to 
build a super set to help to filter out the noises. Our experiments 
on the quality of the super set and contextual sentiment 
classification show encouraging results. The incorporation of 
syntactic knowledge is proven to be effective in these two tasks.  
The results of topic extraction and contextual sentiment 
classification have plenty of applications. In the future, we plan to 
explore an intelligent advertisement promoting system in UGC 
based on the results. The topic extraction task provides the 
subtopics users are actually concerning on a topic and the 
sentiment classification task reveals their attitudes towards 
different subtopics. Thus we are able to promote advertisements on 
the right topic at the right time, such as to promote an 



advertisement of a mobile phone which has fantastic rings when 
the user is complaining about the rings of his/her one. 
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