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ABSTRACT
In recent years, the Web has become an ever more sophisticated and irreplaceable tool in our daily lives. While the visual Web has advanced at a rapid pace, assistive technology has not been able to keep up, increasingly putting visually impaired users at a disadvantage. Web automation has the potential to bridge the accessibility divide between the ways blind and sighted people access the Web; specifically, it can enable blind people to accomplish web browsing tasks that were previously slow, hard, or even impossible to achieve. In this paper, we propose and evaluate an intuitive and accessible web automation interface. We validate the design in a Wizard-of-Oz user study with visually-impaired subjects and show that the proposed approach has the potential to significantly increase accessibility and usability of web pages, reduce interaction time, and increase user satisfaction. Our findings demonstrate the feasibility of and emphasize the pressing need for truly accessible web automation technologies.

Categories and Subject Descriptors
H5.2. Information Interfaces and Presentation: User Interfaces; H5.4. Information Interfaces and Presentation: Hypertext/Hypermedia – navigation.

General Terms
Human Factors, Experimentation, Design
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1 INTRODUCTION
Blind people typically access computers with the help of screen readers [1-4], the assistive technology software that narrates screen content and enables navigation over that content with shortcuts or gestures. While screen readers have made text-based web content accessible, they do not adequately support modern web interfaces. Web developers can make their web applications accessible; however, few web developers follow accessibility guidelines to the point [5]. But even on the most “accessible” web applications, screen reading is slow and inefficient [6].

The inability of blind users to determine which content can be skipped before listening to it often results in high cognitive load, as a consequence of which, important parts of web page content and actionable objects (such as forms, “add to cart” buttons, etc.) become difficult (and sometimes impossible) to discover and access [7]. This problem is further exacerbated while performing online transactions that span several web pages, such as those for shopping and paying bills [8]. One way to overcome these problems is to employ web automation – a technology that reduces the human effort necessary to perform typical web browsing activities such as form filling and clicking links, by performing these actions on behalf of the user.

A number of attempts to popularize web automation have been made throughout the years, both as part of screen-readers and as browser extensions [1, 2, 9]. With a typical web automation tool, the user records a macro (a useful sequence of browsing actions), and later retrieves and replays it to automate the same browsing task. Although in our interviews blind people were quick to come up with scenarios where they could use automation, they admitted to hardly using it at all, because most automation tools have not been designed to be used by blind people and they require explicit creation, management, and reuse of macros. Hence, we see a pressing need for a more intuitive web automation interface that requires no effort on the part of the user.

Creating an intuitively accessible web automation technology calls for a radical redesign, that focuses on the target users and use cases before implementing the underlying algorithms. In this paper, we propose and evaluate a new design of a web automation interface, whose main characteristic is the focus on accessibility and usability. By significantly simplifying the user interface and removing the need to explicitly record macros and then replay them, we are able to address the above-mentioned shortcomings of the existing web automation approaches.

While the proposed web automation interface can benefit both people with and without vision impairments, in this paper, we focus on screen-reader users, who can benefit from accessible web automation the most. The specific contributions of the paper are: (a) reviewing the current state of the art in accessible, as well as regular web automation technology (b) proposing an intuitive web automation interface that eliminates the need for explicitly recording/replaying macros (c) validating the usability and effectiveness of the interface in two realistic use scenarios.

2 BACKGROUND

2.1 Approaches to Web Automation

2.1.1 Approaches to Recording a Macro
Most web automation is done by recording macros – sequences of machine-readable commands that automate web browsing actions. The two prevalent approaches to creating a macro include...
handcrafting a macro script to perform a sequence of actions [11] and recording macros with programming-by-example (PBE) [10].

The early (and still used) approaches to automation required handcrafting a script that described the sequences of actions to be performed. This could be accomplished by a software developer who integrated automation into a specific feature (such as JAWS screen reader [1] ResearchIt feature that allows to look up in a dictionary) or by a power-user who wrote out the necessary sequence of steps using some scripting language. Browsers and screen readers still follow this approach, e.g., JAWS [1] and Windows Eyes screen readers [12] enable users to write their own scripts for task automation and share the scripts with other users.

A more advanced PBE approach enables the user to record a sequence of steps, thus, eliminating the need of handcrafting a macro. This is the approach taken by the majority of modern automation tools [11, 13, 14]. To take this further, a macro recorded for one web site can be dynamically adapted to be used for a similar task on a different web site [14].

2.1.2 Approaches to Replaying a Macro

There are also different ways of replaying a macro [15]: it can be initiated on-demand, e.g., by using a hotkey or a voice command; it can be initiated by some system event trigger, e.g., page-load; it can follow a user-specified schedule: an automated (i.e. semi-automatic) approach involves using a system event trigger or scheduler to prompt the user to initiate a macro; and, finally, a macro can be initiated from another macro as a subroutine.

2.2 Web Automation Tools

2.2.1 Web Automation Tools for Sighted People

WebVCR [16], WebMacros [16], iMacros [17], and Robofox [18] systems all use the PBE approach to automation, in which users have to initiate/terminate recording of macros manually.

Robofox [18] makes use of automatically generated assertions to help detect and correct macro failures. Using the Smart Bookmarks [19] tool, the user needs to indicate only the end of the action-sequence recording. Once the recording is terminated, the system determines the starting position retroactively.

CoScripter [11] enables both programming by example and manual collaborative (using web wiki) creation of new and editing existing macros. CoScripter Reusable History (also known as ActionShot) [20] is a tool that records every user action (without the need to initiate/terminate recording) and allows the user to modify the list of actions using the same collaborative interface. ActionShot can convert user actions into pseudo-natural language strings for easier understanding, and relate each action to a screenshot of the webpage. However, ActionShot requires that the user manually indicate the actions to be turned into a macro.

CoCo [21] is a tool that provides an abstraction layer on top of a browser by leveraging CoScripter and ActionShot. CoCo takes a natural-language query, maps the query to a macro, executes the macro (possibly asking the user to evaluate parameters), and extracts a part of a webpage as a response to the user. The macros are retrieved both from CoScripter’s collaborative database, and from user’s web history logs continuously recorded by ActionShot. The history log is automatically split into sets of consecutive steps (macros) using a few simple rules such as URL change and time elapsed between steps.

Creo [15] is another PBE tool that uses content of a visited webpage to automatically suggest that the user initiate one (or more) of the prerecorded macros. Creo uses knowledge-bases to map webpage content to specific macros by generalizing words used on the webpage and in the macro. For example, a macro may contain a search query for a “cat”, which can be generalized to an “animal”. Creo will suggest the user to run that same macro when s/he visits a webpage with any other word that can be generalized to an “animal” (such as a “dog”).

All of these tools support on-demand execution of macros, while Creo is also automated with event triggers. CoScripter and Robofox support event-based execution. iMacros, CoScripter, and Robofox also support scheduled execution. Unfortunately, none of these automation tools were designed for blind users. And, while most of these tools can theoretically be accessed with the help of a screen reader, they are far from being really usable by screen-reader users.

2.2.2 Web Automation Tools for Blind People

Most of the popular screen-readers, including JAWS [1], NVDA [3], Supernova [22], and WindowEyes [12], follow the handcrafting approach and enable users to automate tasks by writing scripts; however handcrafting the scripts requires more skill, training, and time than programming-by-example. One notable exception is ResearchIt implemented in the JAWS screen-reader, a tool that automates lookup of information, e.g., dictionary definitions for a particular word. ResearchIt can be accessed via hotkeys, and also presents a scripting API that can be used to add additional information sources.

A Macro feature [13] in the Hearsay non-visual web browser [9], to the best of our knowledge, was the first PBE web automation tool designed specifically for blind screen-reader users. The prototype had a speech-enabled interface for recording and replaying parameterized macros; however, it stayed a scientific prototype.

Another research prototype, Trailblazer [14], is a CoScripter-based tool that interfaces with JAWS screen-reader and provides access to the CoScripter’s user-shared macro database. Trailblazer is able to adapt a macro recorded for one website and reuse it to accomplish the same task on a different website. Trailblazer’s user interface is integrated into the webpage, allowing the blind user to read the pseudo-natural language description of each action in the macro. While accessible with a screen reader, the Trailblazer interface was not truly usable because it was based on the CoScripter tool, which was designed for sighted people.

3 WEB AUTOMATION INTERFACE

Having learned from the shortcomings of the existing automation solutions, we describe the key concepts of an intuitive and accessible interface, following the guidelines proposed in [23].

Our main observation is that very few actions are applicable in a given browsing state / context, and even fewer are reasonable / useful, i.e. can lead to a meaningful / desirable result. Armed with the ability to record user states, an intuitive and accessible automation interface can then be based on the following approach:

1. While using a browser and (optionally) a screen-reader, the user can modify the state with user input or utilize predefined keyboard shortcuts or speech commands to review (listen or read through) a pseudo-natural language description of a suggested set of actions relevant in a particular browsing state; such set should be minimal (preferably a single action).
2. The user can then utilize a keyboard or a speech command to select and confirm execution of a single action from that set.

The set of relevant actions can be inferred with the help of a predictive model, the development of which is not in the scope of this paper. Such model can be trained on the history of user's actions in the current and preceding states, as well as on the history of user’s actions in any state.

In the proposed interface, there is no need to know if a macro is available for a given webpage, how to find it, if it will work in the current system state, or if the macro has finished replaying and, if it did, what actually happened. There is no need for progress feedback, and the possibility that one or more steps will fail without the user realizing it is significantly diminished. The ability of the model to automatically suggest relevant action eliminates the need to know when to start/stop a recording if a macro recorded correctly and if it is sufficiently general. Focusing on one action at a time should help focus the model on generating most relevant suggestions. Overall, using the model would help to minimize the automation interface.

The proposed automation interface would be ready for use at any time (at any browsing state), but it can be also ignored completely or used interchangeably with regular browser and screen-reader interactions. If the user is familiar with the action that can be automated in a given state, action review may be skipped. The user may also choose to skip action confirmation/activation and continue interacting with the browser and the screen-reader. Since this interaction may change the state, the next time the user tries to review or automate an action s/he may be presented with different options. The automation interface does not require introduction of a special mode of interaction and strives to be highly controllable yet minimal.

Execution of an action can optionally trigger voicing of the new state, e.g., voice: "textbox name John Doe", if an action filled the “Name” textbox with value “John Doe”. This will help the user understand what just happened and provide a semi-automatic mechanism for verifying that the executed action had the desired effect. The ability to seamlessly switch between the automation interface and the browser will also allow the user to manually review results of recently automated actions and, if necessary, immediately correct the resulting mistakes.

4 INTERFACE EVALUATION

4.1 Participants and Experimental Setup

Disability Resource Center of the Arizona State University helped us recruit 17 blind subjects for our user study. Gender representation was approximately equal. The ages of participants were evenly distributed and varied from early twenties to late fifties. All subjects were well-versed in the use of screen readers (15 participants used JAWS as their primary screen reader, 1 – System Access, 1 – VoiceOver).

To conduct a Wizard-of-Oz study, we created Automated Assistant (AA): the automation interface and a simulated (hardcoded) model that allows it to propose useful actions on the websites used in the experiment. By hardcoding the model we ensured that the flaws of a specific model would not influence the evaluation of the interface. The AA was integrated with the HearSay Non-visual web browser [9] that provided the commonly used features and shortcuts of the JAWS screen reader and integrated with the Firefox browser. We used the IVONA [24] Text-To-Speech engine with the voice “Eric” and speech rate of 180 words per minute.

Prior to the beginning of the experiment, the subjects were explained how to use the AA. Since all the subjects had experience with using JAWS, our screen-reading interface did not need to be explained and the subjects could use it to browse web pages as efficiently. To measure the effect of learning, the subjects were not given the opportunity to practice with the AA.

During the experiment, the subjects were asked to go through two scenarios: compare the checkout process for purchasing an audiobook at http://www.audible.com (scenario 1) and reserve a hotel room at www1.hilton.com (scenario 2). The scenarios were chosen as some of the most representative use cases according to our accessibility consultants. Each scenario was performed 3 times on the same websites (subtasks #1-3), but each time the task was slightly different (buy a different book/reserve a different room). In subtasks 1-2 the subjects were asked to perform the task as they would normally do using a standard screen-reading interface. In subtask 3 the AA was turned on and the subjects were asked to perform the same task once again.

The reason for having two consecutive similar subtasks in each scenario was to measure the learning effect of repeating a similar task for the second time. By the second subtask, the subjects were already familiar with the website and completed the subtask 2 much faster. Comparing subjects’ performance on subtask 1 against subtask 3 would have been invalid, skewing the results of the experiment. To demonstrate that the prior experiences of our subjects did not have a statistically significant effect on our measurements, we performed the following tests.

We did not randomize the subtasks with and without the AA, because while using it, the subjects were prompted with every step of the transaction and did not need to navigate on the webpage. So, the knowledge of which steps to be performed would have no effect on the completion time.

4.2 Hypotheses and Results

In this section, we present the results of our experiments. Overall, subjects were able to complete the tasks significantly faster with the AA compared to the regular screen-reader interface. During the experiment, we measured the time it took the subjects to complete each task. Following each task, the participants were asked to rate the difficulty of each subtask on a 5-point Likert scale (1=Very Easy to 5=Very Hard).

In Scenario 1, the average interaction difficulty was 3.12, 2.29, 1.65 and the timing was 440 sec., 242 sec., 120 sec. for subtasks #1, #2, and #3 respectively. In scenario 2 the average interaction difficulty was 3.69, 2.75, and 1.56 and average interaction time was 561 sec., 301 sec., 154 sec., for subtasks #1, #2, and #3 respectively. In all cases the improvement between subtasks was statistically significant, with confidence level 0.01.

Hypthesis 1: Doing a transaction w/AA reduces the completion time compared to not using AA. In both scenarios the difference between subtasks 2 and 3 was shown to be statistically significant using one tailed t-test (conf. level < 0.0001).

Hypothesis 2: Doing a transaction w/AA is easier compared to doing it w/o AA. In both scenarios the difference between the averages in subtasks 2 and 3 was shown to be statistically significant using one tailed t-test (confidence level < 0.005).
In the end of the experiment, the participants were asked two sets of questions. The 1st set was about the experience with the AA (rated on a 5-point Likert scale value with 1=Never 2=Sometimes 3=Regularly 4=Often 5=Always). The 2nd set was about the general experience with online transactions (rated on a 5-point Likert scale value with 1=Strongly Disagree to 5=Strongly Agree). The goal of the questions was to justify the need for web automation and evaluate the effectiveness of the AA in fulfilling that need. The term “online transaction” was defined “as set of browsing steps required to go through a sequence of pages while shopping, banking, etc.”

The 1st set of questions (average/std. deviation) is: 1. “I often have to fill out forms that I never filled out before” (3.29/0.92); 2. “I often spend a lot of time figuring out what needs to be done to continue to the next step of an online transaction” (3.29/0.99); 3. “I often spend a lot of time looking for specific links, buttons, or other form elements in a transaction” (3.29/1.05); 4. “I often make mistakes while doing transactions that I have done on the same websites in the past” (1.94/0.75). The 2nd set of questions (average/std. deviation) is: 1. “I wish I could do online transactions faster than I can with a regular screen reader” (3.88/1.11); 2. “I often experience difficulties while doing online transactions with a screen reader” (2.62/1.02); 3. “Doing the same online transaction for the second time was easier than the first time” (4.59/0.71); 4. “Doing a transaction with the Automatic Assistant was the easiest” (4.12/1.27); 5. “I want to use Automatic Assistant in the future” (4.29/1.10).

4.3 Discussion
The confirmation of both hypotheses demonstrated that AA was able to reduce both the perceived difficulty and the actual time taken to complete each task. As can be seen from the post-completion questionnaire results the responses support the hypotheses: the participants agreed that using AA was easier than using the screen-reader interface. Most subjects either agreed or strongly agreed that they wanted to use the AA in the future.

The majority of subjects were comfortable using AA and demonstrated high confidence when using AA, a very encouraging sign given that they have never had a chance to interact with it before.

Three of the users, after already having started doing a task with the AA, performed one or two steps manually, and then continued doing the task with the help of the AA. The fact that even inexperienced users were able to gracefully recover from confusing situations shows that the AA interface is robust and discoverable.

5 FUTURE WORK
In this paper, we showed that our approach to web automation could be very useful for both experienced and novice users, making repetitive web browsing tasks faster and easier to do. Some of the future work opportunities that we see include designing the model that will be capable of storing and predicting steps that will be useful for the user and using crowdsourcing / Social Accessibility [25-26] approach to maintain a database of user actions, and use that database to automate user interaction.
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